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Hype Cyc|e (Gartner group, Sep., 2005)
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Hype Cycle for Al, 2024
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70 years of Artificial Intelligence

Expectations
P Here & Now
= When will it go down? :
= Why is it going down? i
2024 OpenAl 'Sora' unveiled
2023 Google ‘Bard’ & ‘Gemini’ unveiled
2022 OpenAl ‘ChatGPT unveiled
2016 Goole ‘AlphaGo’ won GO matches
2014 Generative Al ‘GAN’ First ever announcement
! Second 2012 CNN ‘AlexNet’ High Recognition rates
The : Al Winter 2011 IBM Al ‘Watson’ won the quiz show ‘Jeorpardy’
Emergence | (Dormancy) 2009 Google started researching driverless cars
Of Al : First | . 2006 ‘Deep Learning’ first appeared
' Al Winter I : 1997 IBM Al ‘Deep Blue’ won chess matches
| , (Dormancy) | 1993 Emergence of Intelligent Agents
( | I 1 ! I ! Time
1950 1956 1974 1980 1987 1993 2024



An Open Letter from FLI
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Let's enjoy a long Al summer,
not rush unprepared into a fall.

<& All Open Letters

Pause Giant Al Experiments: An Open Letter

We call on all Al labs to immediately pause for at least 6 months the training
of Al systems more powerful than GPT-4.

-

Signatures . * Too much competition among Al’'s
GG yOur = The need for controlled Al development
33707 signature = Al Governance (Al ethics and Regulation)
Published . . . .
https://futureoflife.org/open-letter/pause-giant-ai-experiments,/

22 March, 2023




The Legal Definition on Al

= European Union’s Al Act <13 march 2024)

‘Al system’ means a machine-based system designed to operate with varying
levels of autonomy, that may exhibit adaptiveness after deployment and

that, for explicit or implicit objectives, infers, from the input it receives
how to generate outputs such as redictionsl content]recommendations] or
[decisions|that can influence physical or virtual environments.

(Article 3 Definitions)

Discriminative Al

Al Governance
Al ethics
Al Regulations

Al

Generative Al




Copyright infringement lawsuits

Getty Images files litigation against Al image generation biz for IP
infringement '

= 17t Jan 2023 \

= |t was argued that UK start—
up, Stability Al, utilized 12
million images owned by
Getty Images during the
training of its Al image
generator, Stable Diffusion

= Filed litigation for IP
infringement at court in
Delaware, US, and High

\Court, London /

Source: Image from Getty Images and the image by Stability Al under legal contention




Copyright royalty lawsuits

NYT sues Open Al, demanding royalty payment for news articles

/ 20th Dec 2_023 o _ \ ChatGPT now pays WSJ for its news
= NYT: As biggest biz in news industry, articles... Paid USD 250 million to
had led the way for paid online News Corp

content

= When negotiations broke down, filed
litigation against Open Al (developer
of ChatGPT) and Microsoft for ™

Joongang Daily, 23 May 2024

Copyright infringement of its news ("= 23 May 2023 )
articles @ Libel as result of fake = Open Al signed deal with News Corp (owner of
news generated by Al NYT, NYP, UK's The Times & The Sun,
= Using news articles for training Australia’s Sky News)
generative Al model is copyright = Will be paid USD 250 mil (KRW 340 bil) during
\infringement, not fair use / \_ next b years )
N

= 26t Aug 2023

= Korea Newspaper Assoc,
Korea Press Foundation
vs Naver )

Announcement of Naver’s ChatGPT leads to row
over news royalty |




Whether GenAl infringes copyright

Because a creative work’s original expression, not
{Substantial l beliefs or ideas, is what's protected by copyright law, if

similarity the expression of the original work is reproduced in the
other work, then substantial similarity may be deemed
to exist.

=  Comparison of expression contained in GenAl’s synthetic output
(text, image, video)

Copyright
infringement

“Access” refers to whether the infringer’s work was

created based on the original right holder’s work, i.e.,
{ ACCESS ]_ whether there was access to the original work. Even if

the two show substantial similarity, if there was no
access then the other work will not be considered an
infringement.

= Attained a response after asking a question to GenAl
= Access was determined amidst official advertisement of developer



Do Language Models Plagiarize?

Lee, J., Le, T., Chen, J., & Lee, D. (2023). Do Language Models
Plagiarize? In ACM Web Conference 2023

210,000 articles generated by GPT-2
vs 8,000,000 articles used as training data of GPT-2
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Do Language Models Plagiarize?

WWW '23, May 1-5, 2023, Austin, TX, USA

Lee et al.

Machine-Written Text

Training Text

##* 15 the second amendment columnist for Breitbart news and host of
bullets with ***, a Breitbart news podcast. [...| (Author: GPT-2)

Cardiovascular disease, diabetes and hypertension significantly increased
the risk of severe COVID-19, and cardiovascular disease increased the risk
of mortality. (Author: Cord19GPT)

##*% is the second amendment columnist for Breitbart news and host of
bullets with ***, a Breitbart news podcast. |...]

For example, the presence of cardiovascular disease is associated with an
increased risk of death from COVID-19 [14] ; diabetes mellitus,
hypertension, and obesity are associated with a greater risk of severe

disease [15] [16] [17] [18].

Type
Verbatim Verbatin
Paraphrase Paraphrase
Idea Idea

A system for automatically creating a plurality of electronic documents
based on user behavior comprising: [...| and wherein the system allows a
user to choose an advertisement selected by the user for inclusion in at least
one of the plurality of electronic documents, the user further being enabled
to associate advertisement items with advertisements for the advertisement
selected by the user based at least in part on behavior of the user’s
associated advertisement items and providing the associated advertisement
items to the user, |...| . (Author: PatentGPT)

The method of claim 1, further comprising: monitoring an interaction of
the viewing user with the at least one of the plurality of news items; and
utilizing the interaction to select advertising for display to the viewing user.

Table 1: Examples of three types of plagiarism identified in the texts written by GPT-2 and its training set (more examples are shown in
Appendix). Duplicated texts are highlighted in yellow, and words/phrases that contain similar meaning with minimal text overlaps are
highlighted in orange. [...] indicates the texts omitted for brevity. Personally identifiable information (PII) was masked as ***,

= There is a significant potential for copyright infringement in Al
training data, as evidenced by instances of both direct
plagiarism and paraphrased content in Al-generated outputs.




European Union’'s Al Act

= Requirements for General Purpose AI(GPAI)
» Chapter 5. General-Purpose Al Model P Section 2. Obligations for providers P Article 53

ﬁ Providers of general-purpose Al models shall: \
@) - (b) -

(c) put in place a policy to comply with Union law on copyright
and related rights, and in particular to identify and comply
with, including through state—of-the—art technologies,

a reservation of rights expressed pursuant to Article 4(3) of
Directive (EU) 2019/790;

(d) draw up and make publicly available a sufficiently detailed

summary about the content used for training of the

general-purpose Al model, according to a template
\___ provided by the Al Office. -/




Challenge on Synthetic Data

THE CURSE OF RECURSION:
TRAINING ON GENERATED DATA MAKES MODELS FORGET

@ arxivorg / 2305.17493 - 2023. 5. 31

Ilia Shumailov* Zakhar Shumaylov® Yiren Zhao Yarin Gal
University of Oxford University of Cambridge Imperial College London University of Oxford
Nicolas Papernot Ross Anderson
University of Toronto & Vector Institute University of Cambridge & University of Edinburgh

= \We demonstrate the existence of a degenerative process in learning and name it
model collapse;

= \WWe demonstrate that model collapse exists in a variety of different model types
and datasets;

= \We show that, to avoid model collapse, access to genuine human—generated
content is essential.

= The cause of curse: Recursive Learning of Al-generated synthetic outputs



Public domain: New horizons and
possibilities as source data for Al

Cost & Time

Data with (" Public domain )

: : * Works under creative
Uncertain Copyrlght commons license (CCL)
* Works with expired term

* Donated works
Al-generated Korean government

Synthetic Data k license (KOGL) )

Model éollapse



Gong—u—madang
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Gonggong—nuri
— Using works owned by public sector

Gonggong-nuri services a total of 28,145,747 works.
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Conclusion

= The Potential for Copyright Infringement in GenAl’s Training Data

» High Probability of “Copyright Infringement” in terms of Substantial Similarity
and Access

* Lawsuits emerging due to growing dissatisfaction among copyrights holders.
* New light needs to be shed on copyright owned by humans

» Controversy around feasibility of the fair use defense

= Considerations regarding Al's Training Data
» Data with uncertain copyright requires immense time and effort
» Al-generated synthetic data may cause GenAl model to collapse

= New horizons and possibilities
» Expand works in the public domain and facilitate their use
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